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FPGAs are great platforms for single chip, secure clouds

ÅORAM Ą drop in security solution for existing designs
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Path ORAM Operation

ÅAccess Block 1

ïRead all blocks on path 3

ïRemap B1 to a new random path

ïWrite as many blocks as possible back to path 3 (keep the invariant)

root

path  0 1 2 3

Block Path

B0 0

B1 3

B2 3

B3 0

B4 1

Position Map

(B0, 0)

(B3, 0)

(B2, 3)

(B1, 1)

Stash

ORAM controller DRAM

dummy dummy dummy

dummy

X 1



(B4, 1)

Path ORAM Analysis

ÅSecurity: each access R/W random path
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Tiny ORAM:
Our Hardware Design
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ÅHeavy lifting: Given (leaf, address) Ą read/write path

ïThis paper
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ÅAccess 64 Bytes: 250 cycles
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ÅORAM capacity: arbitrary*
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Open Source
(Link in paper)

Xilinx VC707 (485T),  12.8 GB/s DRAM
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Comparison to prior work
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