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Uiy Oblivious RAM (ORAM) LA -

FPGA design wants to hide its main memory accesses

FPGA chip

ORAM | |

Input access pattern (opddr, data) Obfuscatedaddr& ciphertext

Write a0 dO Read a652 ¢
Read a0 Read all3 :g:i(
Read al Write a431 @$"
Read a2 Read a059 *&@
X X

Eavesdropper learns nothing about
addresses, data, read/write
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MliT ORAM in the FPGA ecosystem {74 coun

FPGAs are great platforms for single chip, secure clouds

Platform Reconfigurability / On-die performance Memory bandwidth
Patching
CPU k k x *

S A A
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A ORAM A drop in security solution for existing designs
HPGA

User ORAM

Memory
design © Controller
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MiiT ORAM in the FPGA ecosystem

HPGA

User ORAM Memory
. H DRAM
design | controller [ controller

Remaining ISsues

Area.
Performance.
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How ORAM Works
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A Position Map: Map each block to a random path
A Invariant; If block is mapped to a path,
It Is on that path or in the stash
A Stash: Temporarily hold some blocks
ORAM controller | DRAM
Stash i root '
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Position Map :
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Path ORAM Operation

ORAM controller

Stash

Position Map

Block
BO
Bl
B2
B3
B4

Path
0

R O W W

(B4, 1)

AR esar

DRAM
root
(B3, 0)
(BO, 0) (B2, 3)
dummy dummy dummy (B1, 3)
path O 1 2 3



Mir Path ORAM Operation

A Access Block 1

ORAM controller | DRAM
|
Stash : root
(B4,1) | (B3, 0)
Position Map :
Block Path ; (B0, 0) (B2, 3)
BO 0 :
o - : d d d (B1, 3)
ummy ummy ummy ;
B2 3 :
B3 0 I path O 1 2 3
|
B4 1 [
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A Access Block 1
I Read all blocks on path 3
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Mir Path ORAM Operation

A Access Block 1
I Read all blocks on path 3

I Remap B1 to a new random path
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A Access Block 1
i Read all blocks on path 3
I Remap B1 to a new random path
I Write as many blocks as possible back to path 3 (keep the invariant)
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Mir Path ORAM Analysis

A Security: each access R/W random path
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Tiny ORAM:
Our Hardware Design
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A Making the position map small, integrity verification
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A Heavy lifting: Given (leaf, address) A read/write path
I This paper
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Xilinx VC707 (485T), 12.8 GB/s DRAM
A Design clock: 200, 300 MHz

A Access 64 Bytes: 250 cycles

Open Source
Lmk INn paper)

) Sash

(D Position map
()  Encryption units
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A ORAM capacity: arbitrary*

A AXI interface J
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